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What is a graph?

5 1

4

2

3

Edge

Vertex



Graph structure
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Graph Neural Network

- (1) Node Classification (2) Graph Classification

- GNN은 graph structure 와 node features      을 사용  

- node representation vector        를 학습

- entire graph vector        를 학습

- Neighborhood aggregation strategy

- GNN은 AGGREGATE 과 COMBINE 함수를 선택하는것이  중요!!



GraphSAGE

Aggregate Function Combine Function

MAX: element-wise max-pooling



Convolution



Graph Convolutional Network

Aggregate & Combine Function:

MEAN: element-wise mean-pooling
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Graph Convolutional Network



Graph Convolutional Network

ReadOut - Permutation Invariance



Node feature matrix와 adjacency matrix의 list를 받아 graph convolution 연산을 수행
  

GCN code



GCN code



GCN code



GCN code



GCN code



GraphAttention

Attention Coefficients Combine function



VQA

VQA aims to train a model that can achieve comprehensive and semantically-aligned 
understanding of multimodal input.



VQA

Want to solve:



ReGAT

Explicit(명시적) relations
- GAT allows for assigning different importance to nodes of the same neighborhood.

Implicit(암시적) relations
- Adaptive to each question by filtering out question-irrelevant relations, instead of treating all 

the relations equally as in 



ReGAT

- Visual feature vector,              , set of objects                 extracted from 
Fast R-CNN (K=36, dv=2048)

- Bounding-box feature vector                                   to 4-dimension
- Question embedding                              with self-attention, Bi-GRU                       



ReGAT



ReGAT(Graph Construction)

Implicit Graph

- Each object in the image as on vertex, we can construct a fully-connected 
undirected graph (V, E), E is the set of K(K-1) edges



ReGAT(Graph Construction)

● Spatial Relation

● Semantic Relation

Explicit Graph



Question

ReGAT(Relation)

Implicit Relation



Question

ReGAT(Relation)

Implicit Relation



Explicit Relation

ReGAT(Relation)



Multimodal Fusion

● Bottom-up Top-down, CVPR’18
● Multimodal Tucker Fusion, ICCV’17
● Bilinear Attention Network, NIPS’18



물 들어올 때 노 젓자!!!

Result
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